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Abstract An engineering company1 manufacturing high precision sensors had accumulated
huge historical databases of information on a type of sensors which had been tested. The
aim of the company was not to use this historical data to improve estimation of future
individual sensor parameters, but rather to use it to reduce the number of measurements
needed per sensor, guaranteeing a required level of accuracy. In the paper we show how
this can be done, using Bayesian ideas, and introduce the novel theory for linear regression
models which determines how the reduction in individual sensor measurements can be
achieved.

Specifically, for estimating parameters of closely related sensors, an estimate can be
thought of as comprising a global component, i.e. the mean of all the sensors, and a
local component, which is a shift from the mean. The historical data can, in a Bayesian
framework, provide the global component and hence all that is needed from an individual
sensor is the local component. In non-Bayesian estimation methods, both components
are required and hence many measurements are needed. On the other hand, with Bayesian
methods, only the local fit is needed and hence fewer measurements per sensor are required.
We provide the supporting theory and demonstrate on a real-life application with real data.

Key words: Bayesian Model Fitting; Estimation Accuracy; Measurement Reduction;
Resonator Density Sensor;

1The work in this paper was supported by a Knowledge Transfer Project funded by the Technology
Strategy Board, UK, grant no. KTP008285. For confidential reasons the name and type of sensor being
manufactured can not be disclosed.
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1. Introduction. Sensors play a crucial role in modern industrial systems as well as con-

sumer devices. The sensors of interest in this paper are associated with industrial control

systems where high precision is the dominant concern. The manufacturing of such sensors

unavoidably involves variations, such as material variances. It is therefore a necessary task

to characterize each sensor via parameter estimation to achieve a high precision or accu-

racy. As Thornton (1999) noted, even for the most robust product design, manufacturing

variations can often cause problems on product quality. In order to maximize production

quality, control or monitoring of the key characteristics or critical parameters is essential.

For a sensor, in particular one with high precision, the result of variations in manu-

facturing is that the output variable will deviate from the true value. For example, the

output of a pressure sensor in a pipeline may change undesirably under a varying environ-

mental temperature, even if the pipeline pressure does not change. For example, Baker

(2004) discussed the importance of understanding, controlling and reducing the variability

for high-quality measuring devices. He noted that slight changes in manufacturing will

require calibration of each instrument and suggested that reducing variation and ensuring

good housekeeping can lead to high-quality products.

Hence, each sensor needs to be individually characterised. Characterisation generally

involves the process of testing sensors under specified conditions in comparison with known

standards or references. The characteristics of each individual sensor can then be specif-

ically determined. A typical example is the characterization of a resonance fluid density

sensor (Bayliss and Downes, 2003) where the output is influenced by fluid viscosity and

temperature. In order to characterize sensors, classical linear regression models have been

widely used. For example, Bayliss and Downes (2003) described polynomial regression, and

Hong (1999), for a resonant rate sensor, used a piecewise least-squares regression model.

Historical data provides the result of the calibration process, in the form of parameter

estimates, for n sensors which are essentially identical, save for production error, to the

current sensor. The parameter estimate for the current sensor should therefore be a per-

2



turbation of the mean of the n parameters estimates of the historical sensors. The idea

is to use this information to replace information needed to be gathered on the current

sensor, without sacrificing accuracy of the estimate. The reason for this is clear; reducing

the number of measurements required per sensor could drastically reduce the calibration

period. Hence, a methodology to replace one source of information with another is sought.

We summarise the historical data in the form of sample means and sample variances; a

mean and a variance for each sensor parameter value, and the number of parameters per

sensor will be denoted by p. Call this sample mean µ = (µ1, . . . , µp) and sample variance

Σ = (Σ1, . . . ,Σp). One might anticipate, therefore, that the parameter for the current

sensor under investigation, i.e., the (n + 1)st, is, before measurements on it are taken,

approximately a sample from the normal distribution with mean µ and variance Σ. If it is

possible to use this information, then it could turn out that less tests per sensor are needed

in order to obtain the same level of accuracy in estimating the parameter for this (n+ 1)st

sensor. In other words, the information in related sensors, can be substituted for some of

the N tests on the sensor and so for some 0 < q < 1 we may only need Nq = qN tests per

sensor. This is important in a characterisation procedure when manufacturing sensors for

it makes the process faster and hence ultimately saves costs.

The formal procedure to incorporate the outcomes of the parameter estimates from

n sensors into the (n + 1)st is via the Bayes rule. Briefly, here, the parameter β for the

(n+1)st sensor is, before characterization takes place for the sensor, assumed to come from

the normal distribution with mean µ and variance Σ, which in Bayesian parlance is known

as the prior distribution. This prior is combined with the Nq tests for the (n+ 1)st sensor

to derive a posterior distribution for β, and the estimate for β, say β̂B, can then be taken

as the posterior mean value. The theory for this will be expanded on later in the paper.

Our novel achievement is to determine what q should be so that the accuracy of β̂B is

identical, or no worse, than the accuracy of the estimate that would have been obtained via

sensor tests only, i.e. the non–Bayesian approach. We will write the ordinary least squares
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estimate as β̂O.

The thinking is quite straightforward; the information from previous related sensor

estimates takes the place for a certain number of tests for the next sensor. Some of these

tests will only be establishing the value of µ as the approximate location of β, then other

tests are finding the shift from µ to get β. It is these latter tests we wish to keep for the

new sensor while making redundant the readings which identify µ, since this is already

known.

Describing the layout of the paper: In Section 2 we detail the industrial background to

the problem and the current estimation process. Section 3 provides the background to the

Bayesian approach and some theory indicating how we can achieve equivalent estimation

accuracy while reducing the number of measurements. Section 4 presents the industrial case

study which was carried out and shows that indeed there is the motivation for reducing the

measurements per sensor while not compromising accuracy. The consequence is a reduction

in both costs and time for the characterisation or calibration process. Finally, Section 5

concludes with a brief discussion.

2. Background. Here we provide further background to the sensor in question and also

describe current practice for estimation of the parameters.

The sensor in question is an in-line device and measures the density of liquid passing

through a pipe; and specifically for the devices this current application is concerned with

are known as the resonator density sensor (or vibratory density sensor).

To elaborate; resonator sensors rely on mechanical resonance to sense physical vari-

ables. These include a wide range of sensors developed to sense density, viscosity, force or

pressure and more (Langdon, 1985). The primary sensing device for a resonator sensor is

a resonator and a commonly exploited signal from this resonance sensing device is its reso-

nance frequency which depends on the mass and stiffness involved in a particular vibration

mode. A fluid density sensor is so designed that the resonance frequency is directly related
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to fluid density. An example of a density sensor is shown in Figure 1, where two identi-

cal U-shaped pipe sections are attached to a common manifold. The U-sections vibrate

opposite to each other in the cantilever mode. For sensing fluid density, the fluid can be

introduced into contact with the density sensor either off-line (Bayliss and Downes, 2003)

or on-line (Headrick, 2008; Zheng et al., 2012).

For a vibrating tube density sensor (Lagourette et al., 1992), the relationship between

the density and the resonance frequency is

ρ(T, P ) =
K(T, P )

4π2V (T, P )
· 1

f 2
− M

V (T, P )
, (1)

where ρ(T, P ) is the density, which depends on the temperature T and pressure P ; f

is the natural resonance frequency, and M is an unknown but fixed mass. It is known

that K(T, P ) is related to the stiffness of the resonance sensing device and V (T, P ) is the

internal volume, the change of which is generally much smaller than the stiffness change.

For example, for stainless steel, the linear thermal expansion rate is nearly 28 times smaller

than the rate of Young’s modulus, which is a measure of the stiffness of an elastic material,

change due to temperature. Thus assuming a constant internal volume, (1) becomes

ρ(T, P ) =
K(T, P )

4π2V
· 1

f 2
− M

V
.

This paper is concerned with a resonator sensor as described by Headrick (Headrick, 2008).

For such a sensor, as Headrick (Headrick, 2008) noted, pressure is only one of the causes

to create stresses on the sensing element. It is also known that strain sensing devices can

be readily attached to the resonator sensor to sense the deformation due to pressure or

other forces (Cimalla et al., 2007). If a conventional strain gauge is attached to the sensing

element to sense deformation, its resistance change ∆R can provide a direct input variable
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in addition to temperature. Thus, the above equation can be simplified to

ρ =
A

f 2
C(∆T,∆R)−B, (2)

where A and B are known constants since they can be obtained by two reference fluids at

a known condition when ∆T = 0 and ∆R = 0, and C(∆T,∆R) is the compensation or

correction function.

In order to determine ρ, the correction function C needs to be estimated and this is

done by varying the sensing condition (∆T and ∆R) for a fluid with well-known density

characteristics. Water is normally used due to its availability and its density ρ̄ calculated

according to temperature and pressure is used as a reference value (see IAPWS-IF97).

Hence, rewriting (2), we have

Y =
ρ̄+B

A/f 2
= C(∆T,∆R). (3)

Data exists for this model; i.e. (Yi, (∆T, ∆R)i), since the reference density values can be

determined by flowing water through the density sensor. Hence Y can be observed under

these experimental conditions and ∆T and ∆R can be regarded as input variables. Addi-

tionally, a linear model which has been demonstrated to be appropriate by the company,

and widely used in the industry, is given by

C(∆T,∆R) = β1 + β2∆T + β3(∆T )2 + β4∆T ∆R + β5(∆R)2.

Therefore, this problem can be simplified as follows: given input pairs

(x1, y1), (x2, y2), . . . , (xN , yN),

with xi ∈ Rp are the combination of ∆T and ∆R, the response yi is related to the explana-
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tory xi as follows:

yi = β1xi1 + β2xi2 + β3xi3 + · · ·+ βpxip + εi, for i = 1, . . . , N, (4)

where the (εi) are considered to be independent error terms and follow a normal distribu-

tion, i.e. εi ∼ N(0, σ2), where σ2 can be estimated and therefore treated as known in this

paper. The ordinary least squares estimate of β = (β1, . . . , βp) and σ2 are, respectively,

given by

β̂O = (X ′X)−1X ′y (5)

and

σ̂2 =
(y −Xβ̂)′(y −Xβ̂)

N − p
,

where X, y are the matrix forms of the (xi) and (yi), respectively, N is the number of

observations per sensor and p is the dimension of the parameter β. Specifically,

X =


x11 = 1 . . . x1p

· · ·

xN1 = 1 . . . xNp


and

y′ = (y1, . . . , yN).

Ordinary least squares is widely regarded as the dominant statistical technique for estimat-

ing β.

3. The Bayesian Model. Here we describe the Bayesian approach to estimation; see

also Bernardo and Smith (1994). The defining feature for the Bayesian model is the prior

distribution for β. This is taken, as is common in linear regression models, to be a normal
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distribution and based on the assumption that the β for the new sensor is a random

perturbation from µ, where µ is the sample mean of the estimates from the first n sensors.

And Σ will be taken as the diagonal matrix with diagonal terms the sample variances from

the historical data. Specifically, if (β̂1, . . . , β̂n) are the parameter estimates from the first

n sensors, even if they are obtained via OLS, we compute

µ = n−1
n∑

i=1

β̂i (6)

and Σ = diag(Σj), where

Σj = (n− 1)−1
n∑

i=1

(
β̂ij − µj

)2

. (7)

As a result, we can define the prior information as π(β) = N(µ,Σ) which can be written

as

π(β) ∝ exp

{
−1

2
(β − µ)′Σ−1 (β − µ)

}
. (8)

The likelihood function is from the linear regression model (4). Since σ2 is estimated highly

accurately, rather than assign a prior as is usual for Bayesian inference, we instead fix it

at σ̂2, though we shall write it as simply σ2; and write λ = σ−2. It is reasonable to fix σ

since it is estimated with high accuracy and, moreover, it is extremely small (of the order

×10−7).

Consequently, the data model can be written as

f(y | X, β) ∝ exp

{
−λ

2
(y −Xβ)′(y −Xβ)

}
. (9)

Next we show how to learn about β via the posterior distribution.

The Bayes update combines the prior and the likelihood, equations (8) and (9), respec-

tively, to produce the posterior distribution. Thus we can write the posterior, obtained by
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multiplying the likelihood and prior together, in the following way:

π(β | X,y) ∝ exp

{
−λ

2
(y −Xβ)′(y −Xβ)

}
exp

{
−1

2
(β − µ)′Σ−1(β − µ)

}
.

Combining the two terms and collecting up the β terms, the posterior distribution can be

identified as the normal distribution, given by

π(β|data) = N

(
(λX ′X + Σ−1)−1(λX ′y + Σ−1µ), (λX ′X + Σ−1)−1

)
. (10)

The posterior mean is given by

β̂B = (λX ′X + Σ−1)−1(λX ′y + Σ−1µ) (11)

and this will act as the estimate of β.

Now we show how we can, using the Bayesian model, reduce the number of observations

for the new sensor, from N to Nq, while retaining the same level of accuracy for the estimate

of β. In the following we define

p(β̂) = ‖cov(β̂)‖

as the precision (with lower values being preferable) of an estimator β̂, which is the trace

of the covariance matrix of the estimator. We assume without loss of generality that X ′X,

obtained via transformation, is a diagonal matrix so for some set of positive numbers (dj)
p
j=1

we have X ′X = diag(d1, . . . , dp).

Theorem. There exists a subset A1 of A = {1, . . . , N} such that, if

min
j=1,...,p

{dj Σj} > 4σ2,
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then

p(β̂O) ≥ p(β̂B),

where β̂O is the OLS estimator from the set A and β̂B is the Bayes estimator from the

reduced set A1.

Proof. Consider the model

y = Xβ + σε

where, under A, y is N × 1, X is N × p and β is p× 1. The ε is normal with mean 0 and

variance–covariance matrix IN . The X ′X is a diagonal matrix (d1, . . . , dp) where

dj =
N∑
i=1

x2ij.

The ordinary least squares estimator of βO is

β̂O = (X ′X)−1X ′y

while the accuracy of this estimator is measured by the trace of the variance-covariance

matrix; i.e.

‖Cov(β̂O)‖ = σ2

p∑
j=1

1

dj
.

This represents the magnitude, or is a measure of the accuracy of the estimate.

On the other hand, under the reduced observations based on A1, we have

y1 = X1β + σε,

where, under A1, y1 is Nq× 1, X1 is Nq× p and β remains p× 1. The ε is now normal with

mean 0 and variance–covariance matrix INq . Now X ′1X1 is the diagonal matrix (d11, . . . , d1p)
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where

d1j =
∑
i∈A1

x2ij.

Let us take X ′ = [X ′1, X
′
2], so we now have

dj = d1j + d2j =
∑
i∈A1

x2ij +
∑
i∈A2

x2ij.

Then, if we use only the observations from A1 and use a Bayes estimator for β, with prior

N(µ,Σ), then

β̂B = (X ′1X1 + σ2Σ−1)−1(X ′1y1 + σ2Σ−1µ)

and

‖Cov(β̂B)‖ = σ2

p∑
j=1

d1j

(d1j + σ2Σ−1j )2
.

We now investigate when these two measures of uncertainty are equal. We can achieve this

by setting

1

d1j + d2j
=

d1j

(d1j + σ2Σ−1j )2
;

that is,

d2j = 2σ2Σ−1j + σ4Σ−2j /d1j. (12)

Hence, we find the sets A1 and A2, with A1 as small as possible, and the dimension of A1

will be Nq, but with (12) conditions holding true. Since the dj are fixed, we can solve for

d1j to get

d1j = dj/2− σ2Σ−1j +
√
d2j/4− σ2Σ−1j dj (13)

and hence we need

dj > 4σ2Σ−1j .

In summary, we find the smallest set A1 for which (13) holds. This completes the proof.
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Specifically, in our example, we have a very small σ. Actually, if

σ2Σ−1j < dj/4

for all j we can show immediately that

p∑
j=1

d1j
(d1j + dj/4)2

≤
p∑

j=1

1

dj

since

d1jdj ≤ d21j + d1jdj/2 + d2j/16 because (d1j − dj/4)2 ≥ 0.

In summary, we can match the accuracy of the least squares estimator of β by using a Bayes

estimate using a reduced set of observations based on the covariate values (xi : i ∈ A1)

whereby, for all j = 1, . . . , p, we have

d1j =
∑
i∈A1

x2ij = dj/2− σ2Σ−1j +
√
d2j/4− σ2Σ−1j dj,

and provided dj > 4σ2Σ−1j .

As a way of illustration, suppose that 4σ2Σ−1j = πdj for some 0 < π < 1. Then

d1j = dj/2− πdj/4 +
1

2

√
d2j − πd2j .

So, if π = 3/4, for example, then

d1j =
9

16
dj,

which allows the reduction sought, allowing A2 to be non-empty. So in this toy example,

we take A1 such that ∑
i∈A1

x2ij∑
i∈[n]−A1

x2ij
=

9

7

where [n] = {1, . . . , n}.
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4. Application. The methodology proposed in Section 3 demonstrates the potential for

a reduction in the testing and calibration, i.e. finding the individual parameter values, of a

new sensor in terms of the number of measurements made on it. An industrial case study

was therefore proposed between a leading manufacturer of industrial sensors and a team of

Bayesian statisticians from the University of Kent. The aim is to demonstrate the Bayesian

approach and how it can be used to reduce the number of measurements made per sensor,

reducing both costs and time for the calibration process.

The measurements which were to be removed from the calibration process were targeted

at the mid-range temperatures from the three temperatures currently used. The calibration

involves pumping water through the sensor and measurements made at three temperatures;

low, medium and high. For each temperature there are three pressure settings and hence

9 settings in total. For better repeatability, a number of readings, usually 2 or 3, are taken

at each of the 9 settings.

In the current practice, the temperature of the water going through the sensor does so in

the following order; low, followed by medium, then high temperature, followed by medium

and back to low temperature. This pattern with 2 measurements made at each condition is

illustrated in Figure 2a. It is the measurements from the medium temperature which were

proposed to be removed, and the parameters then estimated via the Bayesian approach,

which will be compared with the traditional least squares approach, currently implemented

by the company, using all the measurements from all of the temperatures. In total there

are 30 measurements and in the specific sensor which was looked at, the Bayesian approach

would reduce this to 18, as shown in Figure 2b. Each temperature setting in a calibration

takes approximately 2 hours and the total time, including the time to install and remove

sensors from the testing facility, takes 7 hours. The time for the calibration process is

dependent on the actual shape and size of the sensor. Also, the quality of the least squares

estimators does vary. However, for the case study reported here, the focus was on one of the

sensors which provided good estimators and took 7 hours for completion of the calibration
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process.

The accuracy of the estimators is easily checked for each sensor, the role of which is to

compare the sensor output with the standard density for water at a known temperature

and pressure. This is the means by which we can also evaluate and compare the Bayesian

method with the least squares approach.

With 7 hours as a typical time for processing a single sensor, only two runs per day

can be accommodated on each testing facility. For example, an operator starts at 6 a.m.

to start the test and the test cycle will finish at 1 p.m. Thus, without a night shift, only

2 batches of sensors per day can be tested. With increased demand for the products, the

company is looking for opportunities to increase its manufacturing capacity.

The application of the Bayesian method to this case study is, therefore, mainly aimed

at increasing the manufacturing capacity, by reducing the calibration time per sensor. Ad-

ditionally, and it goes without saying, the costs will also be significantly reduced. Ideally,

the theoretical capacity should be increased by 50% so that three test runs can be ac-

commodated per day on each testing facility. Since each test cycle includes three different

temperature levels, the goal to eliminate one temperature level in this case has the potential

to reduce the calibration time from 7 hours to 5 hours. This can comfortably allow three

test runs per day for each testing facility.

Implementation of the proposed Bayesian method started from the study of historical

datasets for each sensor type and their ordinary least squares (OLS) regression estimators.

This would form the basis for the construction of the prior distribution for the sensor under

current investigation. Each historical dataset is based on the full measurement conditions

(i.e. 30 measurements as shown in Figure 2a) and the OLS method works well under the

required high precision demanded by the company. It was found that the estimate of β via

OLS closely follows a 5-dimensional multivariate normal distribution. Thus, the parameter

value of the new sensor under current investigation will have its parameter value as coming

from this normal distribution to a very high level of probability. With this knowledge,
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the measurements from the sensor are to find out exactly where in this distribution the

parameter values lie. On the other hand, without this information, one needs to first re-

learn where the parameter values are located in a broad sense. Hence, for OLS which does

not use the prior information, more readings are needed. The supporting theory for this

claim was presented in Section 3.

For the calibration or characterization of new sensors, we are comparing the performance

of the OLS estimator and the proposed Bayesian estimation method using the different test

conditions, as show in Figure 2. The OLS estimator uses the full test conditions (i.e. 30

measurements) and the proposed Bayesian method uses a reduced dataset, where the tests

at the middle level of temperature were removed, which resulted in only 18 test conditions.

Figure 3 shows the differences between the predicted values from the two methods.

Using the parameter estimates, i.e. β̂O and β̂B, the predicted outcome at each of the input

values can be computed and the difference with the true outcome at these values computed.

These differences are plotted in Figure 3. The circled line gives this discrepancy for the

OLS method, while the dotted line is obtained by the Bayesian method. As can be seen, the

proposed Bayesian method using the reduced dataset preforms at least as well as the OLS

method; since both methods are extremely close and lie well within the required upper and

lower limits demanded by the industry standards. Ultimately, the concern of the company

is that the summary of the calibration process allows the sensor to pass the test; and in

this respect the two methods provided identical conclusions to be reached. In fact, on over

400 sensors, the pass rate was equivalent at 99.8%.

5. Conclusions. It has been shown that a Bayesian method using reduced measurements

on an industrial precision sensor, which incorporates historical information on the estimates

of similar sensors, can successfully characterise each sensor. This model has the added

financial benefits which arise from removing an entire test condition as well as reducing the

overall data collection time. The time saving assists the industrial company by increasing
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the overall production capacity.

It should be made clear that this is a real life industrial problem and the company have

made it apparent that a procedure of this nature will be implemented in the near future

in the production line. That is, the sensor parameter values will be estimated using the

Bayesian method. As a new sensor is calibrated and passed, so its value will be used to

refine the prior distribution for the next sensor and so on. For example, if the mean and the

variance–covariance matrix of the prior distribution are obtained from the first n sensors

via ordinary least squares as in (6) and (7) and the (n+ 1)th sensor is calibrated, we have

the estimate of β, β̂B as in (11). The mean and the variance–covariance matrix of the prior

distribution to be used for the next new sensor will be updated in the following way:

µ′ = (n+ 1)−1
(
nµ+ β̂

)

and Σ′ = diag(Σ′1, . . . ,Σ
′
p) where

Σ′j = n−1
n∑

i=1

(
β̂j − µ′j

)2
,

where the information of the (n+ 1)st sensor is used towards the prior.

The key idea of the proposed Bayesian method is that the prior is taken to be a normal

distribution and the mean and the variance–covariance matrix can be determined via simple

methods using historical data. While Bayesian methods are not universally accepted, the

choice of prior being the argument, in this illustration we have not only demonstrated that

the construction of the prior is obvious, but have also shown how its has practical and

beneficial consequences.
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Figure 1: A Vibrating pipe liquid density transducer
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Figure 2: The data collection procedures, top plot (a) is the full test procedure including
30 test conditions for OLS; bottom (b) is the test procedure without medium temperature
including 18 test conditions for the proposed Bayesian procedure.

Figure 3: Residuals obtained for a sensor applied OLS and Bayesian methods with the full
test conditions and the reduced test conditions, respectively.
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